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Learning systems with increasingly large size

Suzana Herculano-Houzel, 2009



Failure of traditional wisdom

Generalization Gap

Large complexity → Large generalization gap

Traditional wisdom: complex models easily overfit



Long-standing problems

1995

How (overparameterized) neural networks control the 
complexity of output function during nonlinear training? 



Condensation Phenomenon



Illustration of Condensation

𝑓 𝑥 =
（𝑎1 + 𝑎2)𝜎(𝒘1

𝑇𝒙)+ 
（𝑎3 + 𝑎4 + 𝑎5)𝜎(𝒘3

𝑇𝒙)

𝑓 𝑥 =෍

𝑖=1

5

𝑎𝑖𝜎(𝒘𝑖
𝑇𝒙)

𝒘1 = 𝒘2,
𝒘3= 𝒘4 = 𝒘5

Initial：random Training：condense Effect：equiv to small net 

Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, 
Phase diagram for two-layer ReLU neural networks at infinite-width limit, Journal of Machine Learning Research (2021)



1d example: condensation with small initialization

𝑓𝜃 𝑥 =෍

𝑗=1

𝑚

𝑎𝑗 relu(𝑤𝑗𝑥 + 𝑏𝑗)

Small initialization: 𝑎𝑗(0), 𝑤𝑗(0), 𝑏𝑗(0)~𝑁(0, 𝜎
2) with small 𝜎

relu(𝑧) = max(0, 𝑧)

𝑤

𝑏

𝐴𝑗 = 𝑎𝑗 𝑤𝑗
2 + 𝑏𝑗

2



Evolution trajectory: change significantly



Evolution trajectory: change significantly



Condensation in CNN on MNIST

100% training and 97.62% test accuracy

Cosine similarity:



Condensation in transformer



Regime of Condensation
1.Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, “Phase Diagram for Two-layer ReLU Neural 

Networks at Infinite-Width Limit,” Journal of Machine Learning Research (JMLR) 22(71):1−47, 

(2021).

2.Hanxu Zhou, Qixuan Zhou, Zhenyuan Jin, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu, “Empirical 

Phase Diagram for Three-layer Neural Networks with Infinite Width,” NeurIPS 2022.



Normalization and scaling parameters

Two layer ReLU network

Normalized gradient flow

Scaling parameters and infinite-width limit

𝑥 = 𝑥𝑇 , 1 𝑇

𝑤𝑘 = 𝑤𝑘
𝑇 , 𝑏𝑘

𝑇

Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, 
Phase diagram for two-layer ReLU neural networks at infinite-width limit, Journal of Machine Learning Research (2021)

𝑚 → +∞

𝛽1𝛽2

𝛼
= 𝑚−𝛾

𝛽1

𝛽2
= 𝑚−𝛾′



Initialization scheme

Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, 
Phase diagram for two-layer ReLU neural networks at infinite-width limit, Journal of Machine Learning Research (2021)



When condensation happens (at infinite width limit)?

Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, 
Phase diagram for two-layer ReLU neural networks at infinite-width limit, Journal of Machine Learning Research (2021)



Regime separation -- theorems



Feature distribution across the phase diagram

Blue: 𝑚 = 103

Red: 𝑚 = 104

Yellow: 𝑚 = 106



Typical cases across the phase diagram
Linear regime critical regime condensed regime

𝛾′ = 0

Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, 
Phase diagram for two-layer ReLU neural networks at infinite-width limit, Journal of Machine Learning Research (2021)



Phase diagram in three-layer ReLU NN

Hanxu Zhou, Qixuan Zhou, Zhenyuan Jin, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu,
Empirical Phase Diagram for Three-layer Neural Networks with Infinite Width, NeurIPS 2022



Loss landscape structure 
underlying condensation

1.Yaoyu Zhang, Zhongwang Zhang, Tao Luo, Zhi-Qin John Xu, “Embedding Principle of Loss 
Landscape of Deep Neural Networks,” NeurIPS 2021 spotlight.

2.Yaoyu Zhang, Yuqing Li, Zhongwang Zhang, Tao Luo, Zhi-Qin John Xu, “Embedding Principle: a 
hierarchical structure of loss landscape of deep neural networks,” Journal of Machine Learning, 
1(1), pp. 60-113, 2022.

3.Hanxu Zhou, Qixuan Zhou, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu, “Towards Understanding 
the Condensation of Neural Networks at Initial Training,” NeurIPS 2022.

4.Tao Luo, Leyang Zhang, Yaoyu Zhang, “Structure and Gradient Dynamics Near Global Minima 
of Two-layer Neural Networks,” arXiv:2309.00508 (2023).



Typical training behavior with strong condensation

Width-500 tanh-NN (~1500 parameters)



Trajectory of training loss

Initial stage

Intermediate stage

final stage



Initial condensation

Initial stage

Hanxu Zhou, Qixuan Zhou, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu,

Towards Understanding the Condensation of Neural Networks at Initial Training, NeurIPS 2022.



Loss landscape around 0 and Initial condensation

ሶ𝒘𝑗 =෍
𝑖=1

𝑚

𝑦𝑖 − 𝑓𝜽 𝑥𝑖 𝑎𝑗𝜎
′ 𝒘𝑗

T𝒙𝑖 𝒙𝑖

ሶ𝒘𝑗 ≈ 𝑎𝑗෍
𝑖=1

𝑚

𝑦𝑖𝜎
′ 𝒘𝑗

T𝒙𝑖 𝒙𝑖

When 𝜽 ≈ 𝟎, then 𝑓𝜽 ⋅ ≈ 0(⋅)：

i.  No coupling between 𝒘𝒋 and 𝒘𝒋′!

ii. 𝟐 limiting directions: ±σ𝑖=1
𝑚 𝑦𝑖𝒙𝑖 .

Hanxu Zhou, Qixuan Zhou, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu,

Towards Understanding the Condensation of Neural Networks at Initial Training, NeurIPS 2022.

If  𝜎′ 0 ≠ 0 (e.g. tanh, swish, gelu):

ሶ𝒘𝑗 ≈ 𝑎𝑗𝜎
′ 0 ෍

𝑖=1

𝑚

𝑦𝑖𝒙𝑖



Intermediate condensation

Intermediate stage

Zhang, Zhang, Luo, Xu, NeurIPS 2021 spotlight.
Zhang, Li, Zhang, Luo, Xu, Journal of Machine Learning 2022.



Condensed critical points for intermediate stage

Observation:
Width similarity

Embedding Principle 

(informal Theorem)

The loss landscape of any network ``contains'' 

all critical points of all narrower networks.

Implication of theory: 
simple condensed critical points are common

Zhang, Zhang, Luo, Xu, NeurIPS 2021 spotlight.
Zhang, Li, Zhang, Luo, Xu, Journal of Machine Learning 2022.

Equivalent Statement
ℱ𝐧𝐚𝐫𝐫
𝐜 ⊆ ℱ𝐰𝐢𝐝𝐞

𝐜 ,
where ℱc ≔ {𝑓𝜃(⋅)|∇𝑅𝑆 𝜃 = 0}.



hierarchical structure of DNN loss landscape

Simple → Complex

Simple → Complex

Zhang, Li, Zhang, Luo, Xu, Journal of Machine Learning 2022.



Example: identification of critical points and functions

500 tanh neuron

Zhang, Li, Zhang, Luo, Xu, Journal of Machine Learning 2022.



Embedding principle 

One-step splitting embedding 𝑇:ℝ𝑀narr → ℝ𝑀wide

Theorem: One-step splitting embedding 𝑇 with 𝜽wide = 𝑇(𝜽narr) satisfies:
(i) output preserving: 𝑓𝜽narr 𝑥 = 𝑓𝜽wide

𝑥 ;

(ii) criticality preserving: If ∇𝑅𝑆 𝜽narr = 𝟎, then ∇𝑅𝑆 𝜽wide = 𝟎.

Zhang, Li, Zhang, Luo, Xu, Journal of Machine Learning 2022.



Existance of condensed critical points---embedding principle

Condense

Embedding

Initial: Neurons different After training: Clustered Effective small net



Final condensation

final stage

Tao Luo, Leyang Zhang, Yaoyu Zhang, 
Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks, arXiv:2309.00508 (2023)



Model： 𝐹 𝜃)(𝑥 = 𝑎1𝜎 𝑤1
𝑇𝑥 + 𝑎2𝜎 𝑤2

𝑇𝑥 , 𝑥 ∈ ℝ2, 𝜃 ∈ ℝ6

Target: 𝑓∗ = ത𝑎𝜎 ഥ𝑤T𝑥

Target Set 𝑄∗ = 𝐹−1(𝑓∗) generally consists of three “branches” (sets)

(a) 𝑄1 = 𝑎𝑘 , 𝑤𝑘 𝑘=1
2 : 𝑤1 = 𝑤2 = ഥ𝑤, 𝑎1 + 𝑎2 = ത𝑎 .

(b) 𝑄2 = 𝑎𝑘, 𝑤𝑘 𝑘=1
2 : 𝑤1 = ഥ𝑤, 𝑎1 = ത𝑎, 𝑎2 = 0 .

(c) 𝑄3 = 𝑎𝑘, 𝑤𝑘 𝑘=1
2 : 𝑤2 = ഥ𝑤, 𝑎2 = ത𝑎, 𝑎1 = 0 .

Geometry of global-min: simpler 𝒇∗, higher-dim 𝑸∗

Illustration of 𝑄1, 𝑄2, 𝑄3

𝐿𝑆
−1 0

Tao Luo, Leyang Zhang, Yaoyu Zhang, 
Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks, arXiv:2309.00508 (2023)

As sample size 𝑛 increases, how 

global min 𝑳𝑺
−𝟏 𝟎  shrinks to 𝑸∗?



Geometry of global minima for final condensation

𝐿𝑆
−1 0 \Q∗ 𝑛 < 4 𝑛 = 4 𝑛 = 5

𝑛 = 6 𝑛 > 6

Tao Luo, Leyang Zhang, Yaoyu Zhang, 
Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks, arXiv:2309.00508 (2023)



Typical convergence rate for final condensation

Tao Luo, Leyang Zhang, Yaoyu Zhang, 
Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks, arXiv:2309.00508 (2023)

Gradient flows near 𝑸∗:

𝛾1 : sublinear rate;

𝛾2, 𝛾3: linear rate.



Stability of target branches underlies final condensation

Tao Luo, Leyang Zhang, Yaoyu Zhang, 
Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks, arXiv:2309.00508 (2023)



Generalization advantage of 
condensation

1. Yaoyu Zhang, Zhongwang Zhang, Leyang Zhang, Zhiwei Bai, Tao Luo, Zhi-Qin John Xu, Linear
Stability Hypothesis and Rank Stratification for Nonlinear Models. arXiv:2211.11623, (2022).

2. Yaoyu Zhang, Zhongwang Zhang, Leyang Zhang, Zhiwei Bai, Tao Luo, Zhi-Qin John Xu,
Optimistic Estimate Uncovers the Potential of Nonlinear Models. arXiv:2307.08921, (2023).

3. Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang and Zhiwei Bai, Local Linear Recovery
Guarantee of Deep Neural Networks at Overparameterization. arXiv:2406.18035, (2024).



Generalization consequence of condensation

Small initialization
(Strong condensation)

Large initialization
(no condensation)



𝑓∗ = 

NNnarr（equiv）NNwide

12

optimistic 
sample size

condense parameter 
count

Condensation improves sample efficiency

How many samples are required to recover 𝒇∗ by NNwide?

Condensation improves sample efficiency

Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang and Zhiwei Bai,

Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization. arXiv:2406.18035, (2024).



Quantification of condensation--model rank

Model:

𝐹:ℝ𝑀 → 𝓕 ⊆ 𝐶(ℝ𝑑)

Model rank: 

𝑟𝜽 ≔ rank 𝐷𝐹 𝜽 = dim Im 𝐷𝐹 𝜽

= dim span 𝜕𝜃𝑖𝐹 𝜽 ⋅
𝑖=1

𝑀

Intuition：effective degrees of freedom at 𝜽

𝐹 𝜽 + 𝜹 ⋅ ≈ 𝐹 𝜽 ⋅ +෍
𝑖=1

𝑀

𝜕𝜃𝑖𝐹 𝜽 ⋅ 𝛿𝑖

Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang and Zhiwei Bai,

Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization. arXiv:2406.18035, (2024).



lower model rank signifies stronger condensation

Example：

𝐹 𝜽 𝑥 = 𝑎1tanh 𝑤1𝑥 + 𝑎2tanh(𝑤2𝑥)

Model rank：

dim span{tanh 𝑤1𝑥 , 𝑎1tanh′ 𝑤1𝑥 𝑥, tanh 𝑤2𝑥 , 𝑎2tanh′ 𝑤2𝑥 𝑥}

• Condensed(𝑤1 = ±𝑤2): 

𝑟𝜽 ≤ 2

• Not condensed(𝑤1 ≠ ±𝑤2≠ 0, 𝑎1 ≠ 0, 𝑎2 ≠ 0)：

𝑟𝜽 = 4

Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang and Zhiwei Bai,

Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization. arXiv:2406.18035, (2024).



Optimistic sample size estimate

Model:
𝐹:ℝ𝑀 → 𝓕 ⊂ 𝐶(𝑅𝑑)

Model rank: 

𝑟𝜽 = dim span 𝜕𝜃𝑖𝐹 𝜽 ⋅
𝑖=1

𝑀

Optimistic sample size（ 𝑓∗ ∈ 𝓕）: 
𝑂𝑓∗ = min

𝜽∈𝐹−1 𝑓∗
𝑟𝜽

Intuitive procedure: 

find 𝜃∗ ∈ 𝐹−1 (𝑓∗) with minimum rank 𝑂𝑓∗ = 𝑟𝜃∗Given target 𝑓∗

𝐹−1 𝑓∗ ：Target set

Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang and Zhiwei Bai,

Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization. arXiv:2406.18035, (2024).













Condensation improves sample efficiency

• Picture of sample size requirement for nonlinear models

𝑀0 𝑂𝑓∗

optimistic pessimisticpractical

strong weak

condensation

Ways to facilitate condensation: 
smaller initialization, dropout, larger weight decay, large learning rate



The origin of condensation









Our series works on condensation
A1. Regime of condensation—phase diagram series

1.Tao Luo, Zhi-Qin John Xu, Zheng Ma, Yaoyu Zhang, “Phase Diagram for Two-layer ReLU Neural Networks at Infinite-Width Limit,” Journal of 

Machine Learning Research (JMLR) 22(71):1−47, (2021).

2.Hanxu Zhou, Qixuan Zhou, Zhenyuan Jin, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu, “Empirical Phase Diagram for Three-layer Neural Networks 

with Infinite Width,” NeurIPS 2022.

A2. Loss landscape structure—embedding principle series

1.Yaoyu Zhang, Zhongwang Zhang, Tao Luo, Zhi-Qin John Xu, “Embedding Principle of Loss Landscape of Deep Neural Networks,” NeurIPS

2021 spotlight.

2.Yaoyu Zhang, Yuqing Li, Zhongwang Zhang, Tao Luo, Zhi-Qin John Xu, “Embedding Principle: a hierarchical structure of loss landscape of deep 

neural networks,” Journal of Machine Learning, 1(1), pp. 60-113, 2022.

3.Hanxu Zhou, Qixuan Zhou, Tao Luo, Yaoyu Zhang, Zhi-Qin John Xu, “Towards Understanding the Condensation of Neural Networks at Initial 

Training,” NeurIPS 2022.

4.Zhiwei Bai, Tao Luo, Zhi-Qin John Xu, Yaoyu Zhang, “Embedding Principle in Depth for the Loss Landscape Analysis of Deep Neural 

Networks,” CSIAM Trans. Appl. Math., 5 (2024), pp. 350-389.

A3. Generalization advantage—optimistic estimate series

1.Yaoyu Zhang, Zhongwang Zhang, Leyang Zhang, Zhiwei Bai, Tao Luo, Zhi-Qin John Xu, “Linear Stability Hypothesis and Rank Stratification for 

Nonlinear Models,” arXiv:2211.11623 (2022).

2.Yaoyu Zhang, Zhongwang Zhang, Leyang Zhang, Zhiwei Bai, Tao Luo, Zhi-Qin John Xu, “Optimistic Estimate Uncovers the Potential of 

Nonlinear Models,” arXiv:2307.08921 (2023).

3.Yaoyu Zhang, Leyang Zhang, Zhongwang Zhang, Zhiwei Bai, “Local Linear Recovery Guarantee of Deep Neural Networks at 

Overparameterization,” arXiv:2406.18035 (2024).

4.Tao Luo, Leyang Zhang, Yaoyu Zhang, “Structure and Gradient Dynamics Near Global Minima of Two-layer Neural Networks,” arXiv:2309.00508 

(2023).

See more works on my personal website: https://yaoyuzhang1.github.io/

https://yaoyuzhang1.github.io/file/A1/Phase%20diagram%20for%20two-layer%20relu%20neural%20networks%20at%20infinite-width%20limit.pdf
https://yaoyuzhang1.github.io/file/A1/Empirical%20Phase%20Diagram%20for%20Three-layer%20Neural%20Networks%20with%20Infinite%20Width.pdf
https://yaoyuzhang1.github.io/file/A1/Empirical%20Phase%20Diagram%20for%20Three-layer%20Neural%20Networks%20with%20Infinite%20Width.pdf
https://yaoyuzhang1.github.io/file/A2/Embedding%20Principle%20of%20Loss%20Landscape%20of%20Deep%20Neural%20Networks.pdf
https://yaoyuzhang1.github.io/file/A2/Embedding%20Principle%20a%20hierarchical%20structure%20of%20loss%20landscape%20of%20deep%20neural%20networks.pdf
https://yaoyuzhang1.github.io/file/A2/Embedding%20Principle%20a%20hierarchical%20structure%20of%20loss%20landscape%20of%20deep%20neural%20networks.pdf
https://yaoyuzhang1.github.io/file/A2/Towards%20Understanding%20the%20Condensation%20of%20Neural%20Networks%20at%20Initial%20training.pdf
https://yaoyuzhang1.github.io/file/A2/Towards%20Understanding%20the%20Condensation%20of%20Neural%20Networks%20at%20Initial%20training.pdf
https://yaoyuzhang1.github.io/file/A2/Embedding%20Principle%20in%20Depth%20for%20the%20Loss%20Landscape%20Analysis%20of%20Deep%20neural%20networks.pdf
https://yaoyuzhang1.github.io/file/A2/Embedding%20Principle%20in%20Depth%20for%20the%20Loss%20Landscape%20Analysis%20of%20Deep%20neural%20networks.pdf
https://yaoyuzhang1.github.io/file/A3/Linear%20Stability%20Hypothesis%20and%20Rank%20Stratification%20for%20Nonlinear%20Models.pdf
https://yaoyuzhang1.github.io/file/A3/Linear%20Stability%20Hypothesis%20and%20Rank%20Stratification%20for%20Nonlinear%20Models.pdf
https://yaoyuzhang1.github.io/file/A3/Optimistic%20Estimate%20Uncovers%20the%20Potential%20of%20Nonlinear%20Models.pdf
https://yaoyuzhang1.github.io/file/A3/Optimistic%20Estimate%20Uncovers%20the%20Potential%20of%20Nonlinear%20Models.pdf
https://yaoyuzhang1.github.io/file/A3/Local%20Linear%20Recovery%20Guarantee%20of%20Deep%20Neural%20Networks%20at%20Overparameterization.pdf
https://yaoyuzhang1.github.io/file/A3/Local%20Linear%20Recovery%20Guarantee%20of%20Deep%20Neural%20Networks%20at%20Overparameterization.pdf
https://yaoyuzhang1.github.io/file/A3/Structure%20and%20Gradient%20Dynamics%20Near%20Global%20Minima%20of%20Two-layer%20Neural%20Networks.pdf


Overview of our works on condensation

See more works on my personal website: https://yaoyuzhang1.github.io/

Main collaborators:
Zhiqin John Xu (SJTU),
Tao Luo (SJTU)



Thanks!
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